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Abstract—In this paper, two novel approaches, gradient-
based and direct strain estimation techniques, are proposed for 
high-quality average strain imaging incorporating a cost func-
tion maximization. Stiffness typically is a continuous function. 
Consequently, stiffness of proximal tissues is very close to that 
of the tissue corresponding to a given data window. Hence, a 
cost function is defined from exponentially weighted neighbor-
ing pre- and post-compression RF echo normalized cross-corre-
lation peaks in the lateral (for displacement estimation) or in 
both the axial and the lateral (for direct strain estimation) di-
rections. This enforces a controlled continuity in displacement/
strain and average displacement/strain is calculated from the 
corresponding maximized cost function. Axial stress causes 
lateral shift in the tissue. Therefore, a 1-D post-compression 
echo segment is selected by incorporating Poisson’s ratio. Two 
stretching factors are considered simultaneously in gradient-
based strain estimation that allow imaging the lesions prop-
erly. The proposed time-domain gradient-based and direct-
strain-estimation-based algorithms demonstrate significantly 
better performance in terms of elastographic signal-to-noise 
ratio (SNRe), elastographic contrast-to-noise ratio (CNRe), 
peak signal-to-noise ratio (PSNR), and mean structural simi-
larity (MSSIM) than the other reported time-domain gradient-
based and direct-strain-estimation techniques in finite element 
modeling (FEM) simulation and phantom experiments. For ex-
ample, in FEM simulation, it has been found that the proposed 
direct strain estimation method can improve up to approxi-
mately 2.49 to 8.71, 2.2 to 6.63, 1.5 to 5, and 1.59 to 2.45 dB 
in the SNRe, CNRe, PSNR, and MSSIM compared with the 
traditional direct strain estimation method, respectively, and 
the proposed gradient-based algorithm demonstrates 2.99 to 
16.26, 18.74 to 23.88, 3 to 9.5, and 0.6 to 5.36 dB improvement 
in the SNRe, CNRe, PSNR, and MSSIM, respectively, com-
pared with a recently reported time-domain gradient-based 
technique. The range of improvement as noted above is for low 
to high applied strains. In addition, the comparative results 
using the in vivo breast data (including malignant or benign 
masses) also show that the lesion size is better defined by the 
proposed gradient-based average strain estimation technique.

I. Introduction

Visualization of discriminant elastic properties in the 
art of pathological diagnosis of tissue abnormality 

is performed in the form of elastography. In quasi-static 
elasticity imaging, ultrasound echoes are acquired before 
and after applying gentle external pressure on the surface, 
typically by means of an ultrasound transducer. different 
algorithms are developed to calculate strain from these 
pre- and post-compression echoes. These strain-estimation 
algorithms can be broadly categorized into 1) gradient-
based strain estimation [1]–[6], and 2) direct strain esti-
mation [7]– [10]. In most cases, gradient-based techniques 
are developed with a target of real-time imaging whereas 
direct strain estimation techniques focus on the develop-
ment of high-quality strain image at the cost of increased 
computational complexity. However, rF echo decorrela-
tion and noise degrade the performance of the algorithms 
for both categories.

The gradient-based strain estimation relies on calcu-
lating displacement from the cross-correlation between 
pre- and post-compression rF windowed echo segments. 
It always introduces a significant amount of noise in the 
strain due to small window selection and/or large overlap 
between the successive choice of windows of the same echo 
line [7]. according to [11], equal or greater than 90% over-
lap between successive windows can generate strain image 
of high axial resolution, but also introduces noise in the 
form of worm artifacts [8]. High-frequency noise is gener-
ally amplified by the gradient-based techniques [6], [9]. 
Temporal stretching of post-compression echo improves 
the cross-correlation between pre- and post-compression 
signals by minimizing the strain noise [3], but it is effective 
only in low strain [12] and has a high probability of miss-
ing hard lesions. Before gradient operation, a smoothing 
technique based on least-squares-based linear regression 
[13] or least-squared-error-based smoothing-spline [6] can 
be applied on the displacement matrix. Median filtering 
is also effective before gradient operation to remove the 
shot noise and some false peak noise. For smoothing the 
strain image, some recent literature [5], [14]–[16] proposes 
to consider the previous windows or sample characteris-
tic values in computing the present displacement value to 
maintain continuity of strain. But these smoothing algo-
rithms are not intelligent enough to detect and preserve 
the lesion edge.
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In direct strain estimation, the strain is directly calcu-
lated from a pair of pre- and post-compression rF-echo 
segments in the time domain [7] or frequency domain [9], 
[10]. The adaptive stretching-based direct strain estima-
tion is better in the time domain than in the frequency do-
main. direct spectral strain estimation is a non-coherent 
technique because it ignores the signal phase. But it is 
robust on the undesired scanning motion from an unsta-
ble handheld probe and undesired internal tissue motion 
[17]. It is considered that the post-compression echo is a 
compressed and delayed version of its counterpart pre-
compression echo [7]. This signal model inspires the idea 
of stretching the post-compression echo or shifting the 
pre-compression signal spectrum before the cross-corre-
lation calculation. These techniques can generate a strain 
image with higher snr than gradient-based techniques, 
but the elastogram produced by the direct strain estima-
tion techniques has no strain continuity guarantee among 
neighboring pixels of a particular area of the strain image.

In this paper, we propose two novel techniques for 
strain estimation: 1) the direct average strain estimation 
(dasE), and 2) the gradient-based average strain esti-
mation (gBasE). In both techniques, regularization of 
strain continuity is ensured without using any prior esti-
mates of the displacement or strain; both make use of a 
cost function to apply exponential weights to normalized 
cross-correlation (ncc) peaks in the lateral (for gBasE) 
or in both the lateral and the axial (for dasE) direc-
tions. Because of the similarity of the physical properties 
of the neighboring tissue elements, it is assumed that the 
strain at a particular point has similarity with its neigh-

bor in both the axial and the lateral directions whereas 
displacement at a particular point is almost coherent with 
its neighbor in the lateral direction. The average displace-
ment or strain value is calculated from the correspond-
ing cost function defined for each of the pixels. The ex-
ponential weight attached with the cost function ensures 
less distortion at the lesion boundary. The performance of 
this algorithm is evaluated using a finite-element model-
ing (FEM) phantom and experimental phantom as well as 
in vivo data and compared with other recently reported 
gradient-based and direct strain estimation algorithms.

The paper is organized as follows. section II describes 
the proposed direct and gradient-based strain estimation 
techniques. section III presents the simulation and experi-
mental results to demonstrate the strength of the algo-
rithms. concluding remarks are presented in section IV.

II. Methods

A. The Signal Model

symbols and acronyms used in this paper are presented 
in Table I.

The simplified 1-d model of the backscattered ultra-
sound rF signals before and after compression are given 
by [7]:

 r t s t v t s t p t v t1 1 1 1( ) = ( ) ( ) = ( ) ( ) ( )+ +∗ , (1)

 r t s t v t s
t
a t p t v t2 2 2 0 2( ) = ( ) ( ) = ( ) ( )+ −






 +∗ , (2)

TaBlE I. symbols and acronyms. 

symbols definitions

Lv Inter-window shift between two consecutive radio-frequency echo segments
Li length of radio-frequency echo segments
Lw Width of 2-d windowed radio-frequency echo segment
Nc number of scan lines in a single ultrasound image
savg applied strain
ν Poisson’s ratio
{La, Ll} nearest neighbor factors in the axial and lateral directions, respectively
{χa, χl} Weighting factors of the exponential weight function in the axial and lateral directions, respectively
aM analytic minimization
as adaptive-stretching strain estimator
ncc normalized cross-correlation
cnre Elastographic contrast-to-noise ratio
dasE direct average strain estimation
FEM Finite element modeling
gBasE gradient-based average strain estimation
MsE Mean square error
ssIM structural similarity
MssIM Mean structural similarity
nn nearest neighbor
PsF Point spread function
Psnr Peak signal-to-noise ratio
rF radio-frequency
nsad normalized sum of absolute differences
snr signal-to-noise ratio
snre Elastographic signal-to-noise ratio
nssd normalized sum of squared differences
Tgc Time-gain-control
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where r1(t) and r2(t) are the pre- and post-compression 
rF echo signals, respectively; s(t) is the 1-d ultrasound 
scattering function; p(t) denotes the point spread function 
(PsF) or ultrasound system response; a denotes the com-
pression factor caused by mechanical deforming pressure 
to the medium; v1(t) and v2(t) are the uncorrelated ran-
dom noise profiles; and * is used to denote the convolution 
operation. It is to be noted that this model assumes no 
out-of-plane motion upon compression, and in addition, 
the post-compression rF echo is assumed to be the scaled 
and shifted replica of the pre-compression rF echo in the 
absence of noise. according to [18], the strain s is related 
to the compression factor 1/a as s = 1 − a, where a ≤ 1 
and s << 1. now the post-compression signal is stretched 
by a factor δ, i.e., rδ (t) = r2(δ t). By neglecting the noise 
term [i.e., vδ(t) = 0], the ncc peak ζδ (τ) (≤ 1) can be 
defined as [12], [19],

 ζ τ
τ

δ
δ

δ

( ) =
( ) ( )

( ) ( )

1

1
2 2

−∞

∞

−∞

∞

−∞

∞

∫

∫ ∫

+r t r t t

r t r t t

d

d
. (3)

Eq. (3) becomes maximum for δ = a with the assumption 
of p t p t( ) ( )δ ≅ . Then the effective strain can be directly 
calculated from the stretching factor s = 1 − δo, where

 δ ζ τ
δ

δo = { ( )}.arg max  (4)

B. Average Strain Estimation Using  
the Weighted Nearest Neighbor Method

To reduce the signal de-correlation that results from 
non-axial motion and introduce a built-in smoothing fea-

ture, we propose the dasE using the weighted nearest 
neighbor method. due to the similarity of the physical 
properties of the tissue with its surroundings, calculated 
strain from a pair of windowed rF segments for a particu-
lar tissue point is assumed to be close to the strains in the 
neighboring tissues. This assumption is valid unless there 
is a sharp change in the tissue stiffness. To make the al-
gorithm intelligent enough to cope with the situation, our 
proposed method incorporates an exponentially decaying 
weight that allows the tracking of a sharp change in the 
strain on the lesion boundary (discussed in the next sec-
tion).

1) 1-Dimensional Direct Average Strain Estimation: let 
F1(i, j) and F2(i, j) denote the pre- and post-compression 
ultrasound rF frames, respectively. Here, i denotes the 
axial depth index and j denotes the scan line or rF a-line 
indices (Fig. 1). To calculate the effective strain at a point 
(is, js) of the strain image, a corresponding pair of 1-d 
windowed rF segments r i j1

( , )s s  and r i j2
( , )s s  are selected from 

the pre- and post-compression ultrasound image frames as
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where ν is Poisson’s ratio, savg is the approximate applied 
strain, Nc is the number of scan lines in a single ultra-
sound image, Lv is the distance between samples of the 
two windowed rF echo segments in the axial direction, 
and Li is the length of the 1-d rF window. note that savg 
is not the actual strain but an effective strain that is being 
estimated because it is not always possible to know the 
exact stress being applied to the material. Therefore, the 
estimated strain value is the relative strain value of tissue 
components. The value of j in r i j2

( , )s s  may deviate from js 
due to the expected lateral shift (Fig. 2). It is observed 
from Fig. 2 that if the column index js has a value (say, 
js1) in the pre-compression rF echo segment, then the 
post-compression rF echo segment will have a different 
column index. However, we can assume js ≈ j for low ap-
plied strain. Therefore, in selecting the post-compression 
signal window from the rF frame, Poisson’s ratio is used 
to reduce the lateral shift effect in axial strain calculation 
while considering no lateral motion at the transducer face 
and at the supporting base with a closely satisfied non-slip 
boundary condition. For well-behaved axial stress, lateral 
motion is zero around the center of the application area 
and increases with increasing distance (Fig. 2).

after stretching the post-compression echo window 
r i j2

( , )s s  by a factor δ (≤1), i.e., r ii j
δ
( , )( )s s  = r ii j

2
( , )( )s s δ , the ncc 

coefficient ζδ
1D( )k  between r i j1

( , )s s  and r i jδ
( , )s s  is calculated as 

[19]

Fig. 1. 1-d and 2-d window selection from rF echo frame for 1-d dasE 
and 2-d dasE, respectively. Here, Li is the axial length of the rF win-
dow (for both, the 1-d dasE and 2-d dasE methods) and Lw is the 
number of a-lines in the 2-d rF window (for the 2-d dasE method). 
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The peaks of ζδ,1
( , )( )D

s si j k  can be calculated by using any sub-
pixel interpolation algorithm (e.g., cosine interpolation, 
parabolic interpolation) for different values of δ. However, 
in this work we have used parabolic interpolation. There-
fore,

 k ki j
p D

s s , and= { ( )},1
( , )arg max

δ
δζ  (8)

 M i j ki j
δ δζ
1

,1
( , )( , ) = ( )D

s s D
s s

p . (9)

Here, M δ1D is a 2-d matrix consisting of the cross-correla-
tion peaks. a weighting function w i ji j( , )

1 1( , )s s  is defined so 
that the rF windowed segments of increasing distance are 
properly weighted to be less emphasized (Fig. 3). as the 
stiffness of a tissue element is more similar to the nearer 
neighboring elements than the distant ones, an exponen-
tial weight function is introduced that ensures relatively 
larger weights to the nearest cross-correlation peaks that 
decay rapidly with distance:

 w i j ei j i i j j( , )
0 0

| ( )| | ( )|( , ) =s s a 0 s l 0 s− − − −χ χ , (10)

where χa and χl are the weighting factors in the axial and 
lateral directions, respectively, and is − La ≤ i0 ≤ is + La 
and js − Ll ≤ j0 ≤ js + Ll. It is clear from (10) that 
w i ji j( , )( , )s s

0 0  has a maximum value of unity at (i0, j0) = (is, 
js). To estimate the average strain, a cost function is de-
fined from M δ1D (9) and weight function w i ji j( , )

0 0( , )s s  as
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where La and Ll are the nearest neighbor (nn) factors in 
the axial and lateral directions, respectively. Unless other-

wise specified, we use La = 3, Ll = 3 in this study. Increase 
in the value of La and Ll causes more smoothing of the 
strain image. J i jδ

( , )s s  is calculated for different values of 
δ (δmin ≤ δ ≤ δmax). generally, δmax is set to 1 (zero strain) 
and δmin is set to a lower value than (1 − savg). The de-
sired value of δ is calculated for which J i jδ

( , )s s  is the maxi-
mum as

 δ
δ

δo
i j i jJ( , ) ( , )= { }.s s s sarg max  (12)

and, finally, the effective strain at (is, js) is estimated as

 S i j i j
o s s o

s s( , ) = 1 .( , )− δ  (13)

It is important that δ δ= ( , )
o
i js s  is indirectly partially de-

pendent on the range of values of M g hδ
1D

s s( , ) (is − La ≤ gs 
≤ is + La; js − Ll ≤ hs ≤ js + Ll) via the cost function. It 
is a clear contrast to the instantaneous cost function-based 
approaches in adaptive spectral stretching or adaptive 
stretching-based strain estimation. Therefore, the neigh-
boring cross-correlation peaks governed by the weight 
function have a significant impact in the calculation of 
So(is, js), and estimated strain is expected to be much 
more well behaved.

Two significant advantages of the dasE compared 
with the conventional adaptive stretching-based strain es-
timation [7] can be summarized as

 1)  reducing the lateral shift due to axial stress [using ν 
in (6)] before the selection of pre- and post-compres-
sion rF segments; and

Fig. 2. representation of lateral shift due to axial applied pressure in 
non-slip boundary condition. This lateral shift can be incorporated by 
using expected lateral shift from the Poisson’s ratio in the selecting sig-
nal window.

Fig. 3. Illustration of the neighboring window’s contribution in the esti-
mation of effective strain for a particular point (is, js) in the correlation 
peak map for a particular strain s. note that some neighboring (here 
four) pixel values weighted exponentially are also used to estimate the 
effective strain at (is, js) point. 
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 2)  Estimating the average strain directly by taking the 
nearest neighbors into account.

note that we also discuss a 2-d direct average strain 
estimation method in the next subsection. But the term 
dasE will, by default, indicate the 1-d direct average 
strain estimation, unless otherwise specified.

2) 2-D Direct Average Strain Estimation:  In this meth-
od, we chose 2-d pre- and post-compression windows of 
three consecutive scan lines according to (5) and (6) with 
ν = 0 (i.e., no incorporation of Poisson’s ratio). after 
stretching the post-compression windowed signal in the 
axial direction, the ncc coefficient ζδ,2

( , )( , )D
s si j k p  is calculated 

as [19]

 ζδ,2
( , )( , ) =D

s s wherei j k p
A
B ,  (14)

 

A r i n r i k n p

B

i

Li

n

L
i j i j

i

Li

n

= ( , ) ( , ),

=

=1 =1
1
( , ) ( , )

=1 =

∑∑

∑

⋅ + +
w

s s s s
δ

11
1
( , ) 2 ( , ) 2{ ( , )} { ( , )}

L
i j i jr i n r i n

w
s s s s∑ δ ,

 

where n denotes the scan-line index and Lw denotes the 
width of the 2-d windowed echo segment. The peaks of 
ζδ,2

( , )( , )D
s si j k p  are calculated by using the parabolic sub-pixel 

interpolation algorithm for different values of δ, and M δ2D 
is computed in a similar fashion as M δ1D (9). similarly, the 
cost function for the 2-d case is defined as in (11) for the 
1-d case by using the same weight function defined in 
(10). Finally, by finding the corresponding δ for the maxi-
mum cost, the average strain So at (is, js) is estimated for 
the 2-d case.

C. Elasticity Estimation from Average Displacement

The proposed dasE technique can generate very high-
quality strain images as demonstrated in the results sec-
tion, but at the cost of very high computational time 
like other published direct strain estimation techniques. 
Therefore, in spite of noise susceptibility, gradient-based 
strain estimation is more popular, especially for real-time 
and near-real-time implementations. In this technique, ef-
fective strain is calculated as the spatial derivative of the 
axial displacement. Various techniques are available in the 
literature to denoise the displacement field such as the 
smoothing spline method [6], least-squares approach [13], 
regularization-based approach [16], etc. Because noise is 
unavoidable in free-hand elastography, we develop here a 
robust algorithm for estimation of the average displace-
ment. We assume that the displacement of the neighbor-
ing tissue elements along each of the a-lines at the same 
distance from the ultrasound probe would be the same in 
response to the equally applied external pressure.

In many gradient-based strain estimation techniques, 
post-compression echo is temporally stretched to reduce 
de-correlation. But this approach leads to increased noise 

in stiffer lesion areas where the post-compression signal 
undergoes less compression. In our proposed gBasE 
method, we use two different values of δ (i.e., δmax = 1 and 
δavg = 1 − savg) for stretching the post-compression signal 
to compute the cross-correlation ζδ

( , )( )i j ks s  (7). We have 
used δmax = 1 for the purpose of detecting hard objects 
(e.g., lesions) in the material being scanned. If a hard in-
clusion is present, then the post-compression rF echo sig-
nal will not be a compressed replica of the pre-compres-
sion one as assumed in the signal model. Therefore, to 
detect the hard inclusions we do not stretch the post-
compression rF echo signal, and setting δmax equal to 1 
serves the purpose. Then, two cost functions are calculat-
ed as

 �J k w i j ki j

j j L

j L
i j i j

δ δζ
( , )

=

( , )
1
( , )( ) = ( , ) ( )

1

s s
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s l

s s s s
s

−

+

∑ , (15)

where δ = δmax and δavg. We calculate the stretching factor 
δ via the strain s as δ = 1 − s, and therefore, the δmax cor-
responds to the no compression (strain) case and the δavg 
corresponds to the approximate applied strain case. From 
the maximum of the cost functions, the displacement is 
calculated as

 k J ki j i j

kδ δ δ δ δ( , ) ( , )= { ( )}, = .s s s s for  and max avgarg max �    

  (16)

Finally, the displacement matrix is calculated as
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where β = �J ki j i j
δ δavg

s s
avg
s s( , ) ( , )( ), γ = �J ki j i j

δ δmax
s s

max
s s( , ) ( , )( ), and kcomp = 

round((is − 1)δavgLv) − is − 1)Lv. Here, kcomp is inserted 
to compensate the effect of using the shifting factor (1 − 
savg) for the window selection in (6). as we stretch the 
post-compression signal before cross-correlation opera-
tion, we used the third part ((Li/2)savg) in (17) to incor-
porate the effect of signal stretching on echo displacement. 
Finally, the effective strain Sg(is, js) is calculated from 
d(is, js) using the least-square-error-based strain estima-
tion method [13] with four points per strain estimate.

In the cost functions (15) above, we can use an error 
function that defines the conservation of echo amplitude 
to avoid relatively computationally expensive ncc-based 
shift measurements (7). a simple sum of absolute differ-
ences (nsad) or the sum of squared differences (nssd) 
[19] between the pre- and stretched post-compression rF 
segments can be also used to calculate the error function 
as in the following:
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where γ ( = 1 for nsad and = 2 for nssd) is a constant. 
However, it is well established that nssd performs better 
than nsad. The cost function in (15) shall be minimized 
in this case.

III. simulation and Experimental results

We first present the efficacy of different salient features 
of the proposed methods. Then, we provide comparative 
results of our proposed methods with the adaptive strain 
estimator (as) for elastography [7] and analytic minimi-
zation (aM) [16] method using the FEM phantom, cIrs 
experimental phantom and the in vivo patient data. In 
addition to subjective evaluation by visual inspection, we 
compare the performances of different methods in terms 
of several numerical metrics: elastographic signal-to-noise 
ratio (snre) [20], elastographic contrast-to-noise ratio 
(cnre) [21], peak signal-to-noise ratio (Psnr), and mean 
structural similarity (MssIM) [22].

A. Effectiveness of the Salient Features  
of the Proposed Methods

We use the FEM simulation phantom for checking the 
performance of different salient features of the proposed 
methods. a rectangular 40 × 40 mm FEM phantom was 
simulated using the analysis software algor (algor Inc., 
Pittsburgh, Pa). In this simulation, the total number of 
nodes was 30 372. a 2-d FEM model was used, and there-
fore, it did not model out-of-plane motion. Total num-
ber of scatterers used in the simulation was 30 372. This 
phantom had a homogeneous background with stiffness 
of 60 kPa with four circular inclusions of 7.5 mm diam-
eter each [Fig. 4(a)]. The stiffness of the four inclusions 
were as follows: (a) the bottom left one was 10 dB stiffer, 
(b) the top one was 20 dB stiffer, (c) the bottom right 
one was 30 dB stiffer, and (d) the middle one was 40 dB 
stiffer than the background. The phantom was compressed 
from the top using a larger-width planar compressor. The 
phantom was placed on a planar surface and allowed to 
freely expand (free-slip condition at top and bottom sur-
faces). an ultrasonic transducer of center frequency, f0 

= 5 MHz and bandwidth = 60%, was used to scan the 
phantom from the top by a non-diffracting beam of width 
= 1.5 mm. The total number of scan lines was 128. so-
nographic snr of 40 dB [6] was simulated with the addi-
tion of zero-mean white noise. Fig. 4(b) shows the ideal 
elastogram for 2% applied strain. The ideal strain profile 
of the marked line in Fig. 4(b) is plotted in Fig. 4(c), and 
we observe that there are two well-defined strain wells due 
to 10 and 30 dB lesions indicating very small strain values 
in lesion regions. This strain profile also indicates that 
there are strain variations in the background region due 
to interaction between lesions, although the phantom has 
a uniform stiffness background.

To show the efficacy of Poisson’s ratio, first we generate 
the baseline strain image [Fig. 5(a)] using the conventional 
adaptive stretching-based concept [7] by setting ν = 0 
(i.e., not using Poisson’s ratio to reduce the lateral shift 
effect) to select the rF window segment in (6) and La = Ll 
= 0 (i.e., not taking advantage of using the physical prox-
imity of neighborhood) in computing the cost function in 
(11). The image in Fig. 5(a) is severely distorted. now, 
setting ν = 0.25 arbitrarily and La = Ll = 0, we generate 
Fig. 5(b) to demonstrate the reduction of noise that can 
be achieved in the left and right boundaries. The Poisson’s 
ratio used in the simulation of the FEM phantom is 0.495, 
and therefore, the selection of ν = 0.25 does not generate 
noise-free strain image though the noise is reduced signifi-
cantly. The impact of using the nn factor is observed in 
Fig. 5(c). In Fig. 5(c), we get an almost noise-free image 
for using the nn factor by setting La = Ll = 3. note that 
the built-in smoothing by using the nn factor gives much 
better results than that of the median smoothing result in 
Fig. 5(d). also note that the performance of the proposed 
method is sensitive to the setting of the Poisson’s ratio for 
a large applied strain. Moreover, if the assumed Poisson’s 
ratio is of the order of the true value, e.g., 0.5νvt ≤ ν ≤ 
1.5νvt (where νvt is true Poisson’s ratio) at high strain, 
then nn factor would not affect the perceptual quality of 
the strain image noticeably.

To demonstrate the efficacy of the proposed cost func-
tion, we plot the mean of the ncc peaks M g hδ

1D
s s( , ) (is 

− 1 ≤ gs ≤ is + 1 and js − 1 ≤ hs ≤ js + 1) and the pro-
posed cost function ( )J i jδ

( , )s s  for strain map at (is, js) against 

Fig. 4. FEM simulation phantom. (a) stiff inclusions in a homogeneous background of 60 kPa, (b) corresponding ideal elastogram, (c) strain profile 
of the marked line in (b).  
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the applied axial strain in Fig. 6. Twenty-five realizations 
of the FEM phantom described in Fig. 4(a) under 8% ap-
plied strain are used to generate Fig. 6. We can see from 
Fig. 6 that the abscissa of the mean ncc peak conven-
tionally used for the instantaneous strain estimation at 
(is, js) is much deviated from the expected strain value 
(i.e., 0.08). But the strain value at the maximum of the 
mean cost function ( ),J i jδ

( , )s s  defined from the ncc peaks 
of the interrogative window and its neighborhood, is ex-
actly equal to the approximate applied strain 0.08. In ad-
dition, the standard deviation of the cost peak is much 
lower than that of the instantaneous ncc peak. This 
shows a clear advantage of using the proposed cost func-
tion rather than using the instantaneous ncc peaks to 
calculate the strain.

like the proposed dasE technique, the proposed 
gBasE method has the built-in smoothing feature in the 
displacement domain. If no lateral windows are consid-
ered in displacement estimation [i.e., Ll = 0 in (15)], then 
the instantaneous estimate of the displacement is obtained 
and is shown in Fig. 7(a). The displacement field is not 
smooth as evident from the zoomed view in Fig. 7(a). 
on the contrary, as shown in Fig. 7(b), it is smooth and 
continuous when the lateral windows (Ll = 5) are also 
considered in the displacement estimation of the inter-
rogative window.

along with the smoothing approach, the proposed 
gBasE method has another notable difference with the 
conventional gradient-based strain estimators; it uses two 
different temporal stretching in the estimation of the dis-
placement matrix. Fig. 8(a), (b) now demonstrates the 
effect of two types of temporal stretching on the estimated 
strain images. Fig. 8(a) shows a strain image generated 
by the proposed gBasE method using only one stretch-
ing factor (δavg). In this generated strain image, the hard 
inclusions are not appearing clearly. But if we use two 
stretching factors, then the hard inclusions are visualized 
clearly as evident from Fig. 8(b).

B. Comparison Using FEM Simulation

Before presenting the comparative results, we provide 
the definitions of four numerical performance metrics, e.g., 

snre, cnre, Psnr, and MssIM. The quality metrics 
are defined as snre [20]:

 SNRe s

s
=
µ
σ , (19)

where µs and σs denote the statistical mean and standard 
deviation of the strain computed in a homogeneous area, 
respectively.

cnre [21] is defined as follows:

 CNRe l b

l b
=
2( )2
2 2
µ µ
σ σ
−
+

, (20)

where µ is the mean strain and σ is the standard deviation 
of the strain in a homogeneous area. The sub-subscripts 
l and b refer to the lesion and background, respectively.
Psnr is defined as follows:

 PSNR
MSE

dBI= 20
( )10log ,
M






  (21)

 where MSE PQ=
1
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=0
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=0
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P
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Q

X YS p q S p q
− −

∑∑ − , (22)

where SX P Q×  and SY P Q×  are the actual and estimated 
strain images, respectively, and MI is the dynamic range of 
the strain image.

The MssIM is shown to be an excellent predictor of the 
image perceptual quality. It considers contrast, luminance, 
and structural similarity between the estimated and ac-
tual strain images to compute the value of the index. For 
calculating the MssIM index, at first the actual and esti-
mated strain images are locally windowed. Each of the 
windowed actual and estimated signals, x(x = [x1 x2 … 
xN]) and y(y = [y1 y2 … yN]), respectively, are of length N. 
Then these two signal vectors are gaussian function w(w 
= [w1 w2 … wN]) weighted, with a standard deviation of 
1.5 samples, where i

N w=0 = 1∑ i . Then the estimates of lo-
cal statistics of x and y are calculated as

 µx
i

N

N w x=
1

,
=1
∑ i i  (23)

Fig. 5. Effect of Poisson’s ratio (ν) and lateral and axial nn factors in the strain estimation. strain images generated by the (a) conventional direct 
strain estimator [7] for 10% applied strain, (b) proposed dasE method (using ν = 0.25 and La = Ll = 0) for 10% applied strain, (c) proposed dasE 
method (using ν = 0.25 and La = Ll = 3) for 10% applied strain, (d) median filtered strain image of (b).
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The ssIM index between the signals x(x = [x1 x2 … xN]) 
and y(y = [y1 y2 … yN]) is calculated as [22]

 SSIM =
(2 )(2 )

( )( )
1 2

2 2
1

2 2
2

µ µ σ
µ µ σ σ

x y xy

x y x y

C C
C C
+ +

+ + + +
, (28)

where C1 = (K1MI)2, C2 = (K2MI)2, K1 = 0.01, and K2 = 
0.03. Here, MI is the dynamic range of the pixel values. 
Finally, the mean ssIM (MssIM) is calculated as

 MSSIM SSIM=
1

( , )
=1

M x y
j

M

j j∑ , (29)

where xj and yj are the image contents at the jth local win-
dow and M is the number of local windows in the image.

The four numerical performance metrics are calculated 
for different applied strains (1 to 8%) on 25 realizations of 
the FEM simulation phantom. The calculated values are 
graphically presented with error bars in Fig. 9(a)–(g). The 
snre values indicate that our proposed methods (dasE, 
2-d dasE, and gBasE) perform significantly better 
than the previous as and aM methods. although the aM 
method shows better performance than the as method for 

Fig. 6. representation of instantaneous mean ncc peaks M g hδ
1D

s s( , ) (is − 1 ≤ gs ≤ is + 1 and js − 1 ≤ hs ≤ js + 1) and the proposed mean cost 
function ( )J i jδ

( , )s s  for strain map at (is, js) using FEM phantom (under 8% applied strain) against the applied strain. We use 25 different speckle/noise 
realizations to generate error bar plots. 

Fig 7. Effect of lateral nn factor in the displacement estimation. displacement images generated by the proposed gBasE method using Ll = 0 for 
3% applied strain (a) and the proposed gBasE method using Ll = 5 for 3% applied strain (b). 
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up to 2% applied strain, the snre of the aM method falls 
sharply at higher strains. In Fig. 9(b), although the Psnr 
values of the as method are better than that of the pro-
posed gBasE method at high strain, the dasE and 2-d 
dasE methods show significantly better performance. 
like the snre, the Psnr of the aM method also falls at 
higher strains. From the MssIM values in Fig. 9(c), we 
see that the dasE, 2-d dasE methods perform signifi-
cantly better and the gBasE method performs much bet-
ter than the as method. The aM method shows as usual 
poor performance at higher strains. For the conventional 
methods, generally there is a decreasing trend of the qual-
ity metrics with increasing strain. But the snre, Psnr, 
and MssIM values are more consistent from low to high 
strains for the proposed dasE and 2-d dasE methods, 
indicating the robustness of the methods to decorrelation 
noise. In Figs. 9(d)–(g), we plot the cnre values for four 
lesions of different stiffness in the FEM phantom. For the 
10 and 20 dB lesions [Figs. 9(d)–(e)], cnre of the pro-
posed gBasE method is comparable to that of the as 
method and much better than the aM method; the pro-
posed dasE and 2-d dasE methods significantly outper-
form the other methods and display an increasing trend in 
cnre with the increase of applied strain. However, for the 
30 and 40 dB lesions [Figs. 9(f)–(g)], the cnre values of 
all the proposed methods show significantly better perfor-
mance than the as and aM methods. The results in Figs. 
9(f)–(g) also indicate that the gBasE method is particu-
larly suitable for detecting the stiffer lesions. Because of 
excessive smoothing, the cnre values of the aM method 
are the lowest. We also observe that the aM method is 
very sensitive to the setting of the tuning parameters. The 
presented results are due to the choice of most suitable 
parameters.

For a qualitative evaluation of the perceptual quality of 
the strain images generated by the as, aM, and proposed 
gBasE and dasE methods, we present strain images of 
the FEM simulation phantom for four (2, 4, 6, and 8%) 
different applied strains in Fig. 10. In all the analyses, 
we have used a data window (Li) of size 2.28 mm and an 

inter-window shift (Lv) of 0.28 mm. We have also used dif-
ferent values of nn factors (La = Ll = 1 and La = Ll = 3) 
for generating strain images by the dasE method. Thus, 
for 2% strain, all the methods produce satisfactory imag-
es, although the as and aM methods produce somewhat 
noisier strain images. For 6 and 8% strains, images gener-
ated by the as method is significantly distorted in left 
and right boundaries and the strain images generated by 
the aM method are severely distorted. For the aM meth-
od, the inclusions except the 40 dB are nearly invisible 
at higher applied strains. For the as method, the strain 
image is noisy at 8% strain and the 10- and 30-dB lesions 
cannot be clearly observed. The gBasE method produces 
good quality strain images for low strains. at high applied 
strains, although the inclusion boundaries are distorted, 
the inclusions are clearly distinguishable from the homo-
geneous background. In contrast, the dasE method for 
both nn factors generates very clean strain images at all 
strains from 2 to 8%, indicating the superiority of this 
method. We notice from these figures that we can control 
the degree of smoothing by changing the nn and weight-
ing factors, which in turn gives us control over spatial 
resolution. spatial resolution can be improved by reducing 
the value of nn factors. Though increasing the nn factors 
somewhat reduces the spatial resolution, the generated 
strain images for high nn factors are more noise free.

To observe the distortion in the strain image, horizontal 
1-d strain profiles are depicted for two different applied 
strains in Fig. 11 for the as, aM, and proposed methods. 
The profiles are selected so that the variation of stiffness 
in the 10- and 30-dB lesions is included [dashed horizontal 
line in Fig. 4(b)]. We have calculated two parameters from 
this strain plot. The first one is the total MsE between 
the ideal and the estimated strain profile and the second 
parameter is the lesion width. The true width of both the 
lesions is 7.50 mm. The estimated values of these quanti-
ties by different methods are shown in Tables II and III 
for 2 and 8% applied strain, respectively. From Tables II 
and III, it is clear that the total MsE is the least for the 
proposed dasE method with La = Ll = 3 for both the 
cases. The estimated widths for the 10- and 30-dB lesions 
are more accurate for the dasE method with La = Ll = 
1 and the dasE method with La = Ll = 3 for low strain 
(2%) and high strain (8%), respectively. We note that the 
as method can be considered a special case of the dasE 
method with La = Ll = 0 and ν = 0. Thus, the use of non-
zero nn factors significantly improves MsE. In addition, 
by decreasing the nn parameters (La, Ll) for low strain, 
we can improve spatial resolution (lesion width) at little 
cost to the MsE. However, due to increased decorrelation 
noise at high strain, higher La and Ll parameters improve 
performance. regarding the gradient-based strain estima-
tion techniques for low strain (2%), although the spatial 
resolution in terms of lesion widths is slightly better for 
the gBasE method than the aM method, at high applied 
strain (8%), the aM method completely fails whereas the 
gBasE method performs well.

Fig. 8. Effect of two stretching factors in the strain estimation. strain 
images generated by the (a) proposed gBasE method using only one 
stretching (δavg) for 4% applied strain, (b) proposed gBasE method us-
ing two stretching factors (δavg and δmax) for 4% applied strain. For both 
cases, Poisson’s ratio, ν = 0.5, is used.
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Thus, we can significantly increase the snr of the 
strain images (in turn reduce the MsE) with little reduc-
tion in spatial resolution. Moreover, we can control the 
degree of the spatial resolution by changing the nn and 
weighting factors.

C. Comparison Using Experimental Phantom

We performed elastography experiments with a tis-
sue-mimicking (TM) phantom of dimensions 90 × 90 × 
120 mm with a 3-times stiffer (compared with the sur-
rounding) cylindrical inclusion of 2-cm diameter (cIrs 
Inc., norfolk, Va). an aTl (Bothell, Wa) Ultramark 9 
scanner with a 7.5-MHz linear-array transducer was used 
to acquire rF echo-signals from this cIrs phantom. The 
rF-echo data were sampled at 20 MHz and quantized 
at 14 bits/sample and we upsampled it to 50 MHz be-
fore processing in the digital domain. Time-gain-control 
(Tgc) data were acquired, and before processing the rF 
data were corrected for Tgc to simulate the condition in 
a clinical ultrasound machine. although Tgc is not nec-
essarily a linear function in the way it affects the rF data, 
the performance of our strain estimator for this phantom 
data are observed to be very much insensitive to this cor-
rection.

Fig. 12(a)–(p) demonstrate the strain images generated 
by the as, aM, proposed gBasE, and proposed dasE 
methods for four different applied external forces. The 
strain images for four different compressions indicate that 
the dasE method performs the best among all the meth-
ods being compared, though some noise is observed in Fig. 
12(p) at 6% applied strain. In contrast, for 6% applied 

strain, the aM method generates almost a null image. The 
strain images produced by the as and gBasE methods 
are too noisy at 6% applied strain but perform well up to 
4% applied strain.

In Fig. 13, we provide a quantitative comparison of 
the proposed methods with the as and aM methods for 
this experimental phantom. Because the ideal strain im-
age for this phantom cannot be obtained, the Psnr and 
MssIM performance metrics cannot be calculated. Thus, 
we compare the performances of different methods using 
snre and cnre. The variation of these two performance 
metrics are shown in Fig. 13 for the proposed, as, and 
aM methods. The dasE performs the best among all 
other methods for both performance metrics. The gBasE 
method shows higher snre than the as and aM meth-
ods, but the cnre of the as method is slightly greater 
than the gBasE method. as evident from Fig. 13, the 
as, gBasE, and dasE methods are all superior to the 
aM method in terms of both the performance metrics.

D. Comparison Using in vivo Breast Data

The in vivo breast data used in the work were chosen 
from a database of 33 cases (age: 20 to 75 years). These 
data were acquired with free-hand compression and in-
clude both fibroadenomas and cancers. Benign and ma-
lignant cases were confirmed by histopathological reports. 
These data were acquired by using a sonix sP500 (Ul-
trasonix Medical corporation, richmond, Bc, canada) 
scanner integrated with a l14–5/38 probe operating at 
10 MHz (nominal) at the University of Vermont Medi-
cal center. The study was approved by the institutional 

Fig. 9. Performance comparisons of different methods using numerical performance metrics. (a) snre vs. applied strain, (b) Psnr vs. applied strain, 
(c) MssIM vs. applied strain, and cnre vs. applied strain for (d) 10 dB, (e) 20 dB, (f) 30 dB, and (g) 40 dB lesions. 
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review board, and informed consent was obtained from 
every patient. out of thirty-three cases, four are selected 
in this work. Three represent malignant breast tumors and 
the other one represents a benign case. The associated 
B-mode images of patient I (age 28, tumor type: fibroad-
enoma), patient II (age 38, tumor type: adenocarcinoma), 
patient III (age 63, tumor type: adenocarcinoma), and pa-
tient IV (age 58, tumor type: adenocarcinoma) are shown 
in Figs. 14(a), (f), (k), and (p), respectively. Malignant 
breast lesions appear smaller in ultrasonic B-mode images 
than in elastograms [23]; for fibroadenoma, they generally 
are larger or similar in size in B-mode images. From Figs. 

14(a)–(e), it is clear that the lesion size in B-mode and 
strain images are almost the same as expected. note that 
we do not know the approximate applied strain (savg) for 
in vivo data. To estimate this, we choose a region from the 
background data and calculated ncc peaks of multiple 
pre- and post-compression rF echo windows selected from 
that region for a large range of strain. These peaks are av-
eraged for the corresponding strain value and the position 
of the maximum average peak is chosen as savg. Figs. 14 
(b)–(e), (g)–(j), (l)–(o), and (q)–(t) show the strain im-
ages produced by the as, aM, and proposed gBasE and 
dasE methods, respectively. We observe from these fig-

Fig. 10. strain images of the FEM simulation phantom generated by different methods. results (a)–(d) are produced by the as, (e)–(h) are produced 
by the aM, (i)–(l) are produced by the proposed gBasE (Ll = 3, χl = 0.25, ν = 0.5), (m)–(p) are produced by the proposed dasE (La = 1, Ll = 
1, χa = χl = 0.25, ν = 0.5), and (q)–(t) are produced by the proposed dasE (La = 3, Ll = 3, χa = χl = 0.25, ν = 0.5). 

TaBlE II. Total MsE and lesion Width for the 10 and 30 dB Inclusions for 2% applied strain. 

Total MsE  
(× 10−6)

lesion width (mm)

10 dB 30 dB

as 2.9757 7.50 7.55
aM 11.311 7.56 7.56
gBasE 2.9066 7.55 7.52
dasE with La = Ll = 1 2.1564 7.52 7.53
dasE with La = Ll = 3 1.9411 7.56 7.54

True lesion width is 7.50 mm.
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ures that the aM method can generate a useful strain im-
age only for patients III and IV, though the lesion sizes are 
not accurate. all the other methods are fairly successful in 
visualizing the lesions from the backscattered ultrasound 
rF signals for patients I-III. as stated before, the size 
of the malignant (adenocarcinoma) object in the strain 
image is found larger than that in the B-mode image for 
our malignant cases [Figs. 14(f), (k), (p)]. It is clear that 
the contrast and depicted border of the cancerous tissue 
in our proposed gBasE method are better than those in 
the strain images generated by the other algorithms. The 
proposed dasE method shows the smoothest background 
with distinguishable lesion compared with the other ap-
proaches. The most interesting case among these four pa-
tients is the last case (patient IV). This patient suffers 
from adenocarcinoma with a very small lesion. This small 
lesion is not visible in the B-mode image [Fig. 14(p)]. We 
observe that only the gBasE method identifies the lesion 
clearly and with high contrast, whereas the other methods 
show the lesion but with an unclear boundary. note that 
the strain images for patient IV in vivo breast data are 
estimated at sufficient low strain. Therefore, for the detec-
tion of small lesions, gBasE outperforms direct strain 
estimation methods (e.g., as and dasE).

We also have plotted the 1-d strain for patients III 
and IV in Fig. 15 for a better understanding of the ef-
ficacy of the proposed methods. The heights of the lesions 

mentioned in the histology report are 11 and 3 mm for 
patients III and IV, respectively. The 1-d strain plot in 
Fig. 15(a) indicates that the strain variation for the aM, 
proposed gBasE, and dasE methods are free from ab-
normal jumps. The width of the strain well for the aM 
method is smaller than the gBasE and dasE methods, 
which is a clear mismatch with the histology report. It is 
found from Fig. 15(a) that the estimated heights of the 
lesion for the as, aM, gBasE, and dasE methods are 
6.17, 11.26, 11.18, and 11.28 mm, respectively. However, 
it is almost impossible for an automated detection system 
to accurately detect the height of the lesion by the as 
method because the as method produces an abnormal 
jump inside the strain well. Therefore, it can be said that 
the proposed methods outperform the as method in de-
tecting lesions or for estimating the size of the lesions. on 
the other hand, only the gBasE method demonstrates a 
clear strain well for patient IV in vivo breast data, and the 
estimated lesion height is 3.07 mm (close to the histology 
report that reveals 3 mm).

E. Evaluating Performance  
in Terms of Computation Time

a comparison of the four (aM, as, dasE, and gBasE) 
methods in terms of computation time reveals that the 
displacement-based aM method requires the shortest time 

Fig. 11. strain curves generated for the FEM simulation phantom at 2% and 8% applied strain by using different methods. (a)–(e) lateral strain 
profile for 2% applied strain at a depth of 30.7 mm that includes the 10 and 30 dB inclusions. comparisons with ideal strain curve are shown for (a) 
as, (b) aM, (c) proposed gBasE (d) proposed dasE for La = Ll = 1, ν = 0.5 (e) proposed dasE for La = Ll = 3, ν = 0.5. (f)–(i) lateral strain 
profile for 8% applied strain at a depth of 30.7 mm that includes the 10 and 30 dB inclusions. comparisons with ideal strain curve are shown for (f) 
as, (g) aM, (h) proposed gBasE, (i) proposed dasE for La = Ll = 1, ν = 0.5, (j) proposed dasE for La = Ll = 3, ν = 0.5. 

TaBlE III. Total MsE and lesion Width for the 10 and 30 dB Inclusions for 8% applied strain. 

Total MsE  
(× 10−6)

lesion width (mm)

10 dB 30 dB

as 100.47 7.58 4.18
aM 113.12 7.04 —
gBasE 11.843 7.56 7.59
dasE with La = Ll = 1 7.0589 7.57 7.58
dasE with La = Ll = 3 3.0905 7.54 7.55

True lesion width is 7.50 mm.
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to generate the strain image. on the other hand, the as 
and dasE methods take comparatively greater time than 
that of gBasE method. The computation time (cPU: 
core 2 duo, 2.5 gHz, raM: 2 gB, software: MaTlaB, 

The MathWorks, natick, Ma) of our implementation of 
the aM, as, dasE, and gBasE methods for generating 
the strain images (in vivo breast experiment: patient I) are 
1.41, 197.83, 200.47, and 31.87 s, respectively. note, how-

Fig. 12. strain images of the experimental phantom generated by different methods. results (a)–(d) are produced by the as method, (e)–(h) are 
produced by the aM method, (i)–(l) are produced by the proposed gBasE (La = 3, χl = 0.25, ν = 0.5), and (m)–(p) are produced by the proposed 
dasE (La = 3, Ll = 3, χa = χl = 0.25, ν = 0.5).

Fig. 13. Performance comparison of different methods using numerical performance metrics for the experimental phantom data. (a) snre vs. applied 
strain, (b) cnre vs. applied strain. 



IEEE TransacTIons on UlTrasonIcs, FErroElEcTrIcs, and FrEqUEncy conTrol, vol. 59, no. 8, aUgUsT 20121726

ever, that the aM method uses mex files but the others 
do not. By using mex files, the computational time per-
formance of the proposed methods can also be improved.

IV. conclusions

In this paper we have proposed two novel methods for 
the estimation of average displacement and strain in the 
time domain. We have shown that the average displace-
ment and strain can be estimated by maximizing our pro-
posed weighted cost function derived from the informa-
tion of the neighboring windowed rF echoes. The effect 
of considering the lateral shift in the selection of 1-d rF 
pre- and post-compression segments has been also dem-
onstrated for dasE as well as gBasE methods. Though 
the dasE method generally produces higher quality 
strain images, the gBasE technique is more computa-
tionally efficient. Moreover, the gBasE technique, unlike 
the conventional gradient based strain estimators, images 
the hard inclusions accurately. We also used a 2-d sig-
nal window to implement a 2-d dasE method. For the 

2-d dasE method, we plotted the numerical performance 
metrics and saw that the 2-d dasE performs better than 
the dasE method though it has higher computational 
complexity. However, it has been shown by simulation and 
experimental results that the two proposed methods are 
more robust for a wide range of strain values than the 
compared techniques. We have shown strain profiles for 
the FEM phantom and calculated the overall MsE, which 
depict the superiority of our proposed methods over the 
other reported techniques. We also have plotted the strain 
profiles for very small and larger in vivo breast lesions 
where lesion dimensions estimated by our proposed meth-
ods matched well with those of the histology. Furthermore, 
only the proposed gBasE method successfully depicted 
the tiny lesion with the correct dimensions. The values of 
the quantitative performance metrics for the FEM and 
experimental phantom also indicate that the proposed 
methods generate higher quality and higher snr strain 
images than the techniques that were compared in this 
paper. The salient feature of our technique is that, due to 
robustness to signal de-correlation, the stiff masses can be 
clearly viewed in the strain image and the lesion bound-

Fig. 14. strain images generated by different methods using in vivo breast ultrasound data. (a), (f), (k), (p) represent B-mode images of four pa-
tients. results (b), (g), (l), (q) are produced by the as method; (c), (h), (m), (r) are produced by the aM method; (d), (i), (n), (s) are produced by 
the proposed gBasE (Ll = 3, χl = 0.25, ν = 0.5); and (e), (j), (o), (t) are produced by the proposed dasE (La = 3, Ll = 3, χa = χl = 0.25, ν = 
0.5). The red dashed contours are drawn to compare the lesion sizes exposed in strain images with that of their corresponding B-mode images. For 
patient IV, the shape of the lesion is not understood. The size of the malignant objects in the strain images is larger than that in the corresponding 
B-mode images. 
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ary can also be more clearly identified compared with the 
other methods.
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