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Abstract. Kidney clear cell renal cell carcinoma (ccRCC) is the ma-
jor sub-type of RCC, constituting one the most common cancers world-
wide accounting for a steadily increasing mortality rate with 350,000
new cases recorded in 2012. Understanding the underlying genetic muta-
tions in ccRCC provides crucial information enabling malignancy stag-
ing and patient survival estimation thus plays a vital role in accurate
ccRCC diagnosis, prognosis, treatment planning, and response assess-
ment. Although the underlying gene mutations can be identified by whole
genome sequencing of the ccRCC following invasive nephrectomy or kid-
ney biopsy procedures, recent studies have suggested that such mutations
may be noninvasively identified by studying image features of the ccRCC
from Computed Tomography (CT) data. Such image feature identifi-
cation currently relies on laborious manual processes based on visual
inspection of 2D image slices that are time-consuming and subjective.
In this paper, we propose a convolutional neural network approach for
automatic detection of underlying ccRCC gene mutations from 3D CT
volumes. We aggregate the mutation-presence/absence decisions for all
the ccRCC slices in a kidney into a robust singular decision that deter-
mines whether the interrogated kidney bears a specific mutation or not.
When validated on clinical CT datasets of 267 patients from the TCIA
database, our method detected gene mutations with 94% accuracy.

1 Introduction

Kidney cancer, or renal cell carcinomas (RCC) are a common group of chemother-
apy resistant diseases that accounted for an estimated 62,000 new patients and
14,000 deaths in the United States in 2015 alone [1]. North America and Europe
have recently reported the highest numbers of new cases of RCC in the world [2].
The most common histologic sub-type of RCC is clear cell RCC (ccRCC) [3],
which is known to be a genetically heterogeneous disease [4]. Recent studies [5,6]
have identified several mutations in genes associated with ccRCC. For example,
the von Hippel-Lindau (VHL) tumor suppressor gene, BRCAl-associated pro-
tein 1 (BAP1) gene, polybromo 1 (PBRM1) gene, and SET domain containing
2 (SETD2) gene have been identified as the most commonly mutated genes in
ccRCC [5].
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Traditionally, ccRCC underlying gene mutations are identified by genome
sequencing of the ccRCC of the kidney samples after invasive nephrectomy or
kidney biopsy [5]. This identification of genetic mutations is clinically important
because advanced stages of ccRCC and poor patient survival have been found
to be associated with the VHL, PBRM1, BAP1, SETD2, and lysine (K)-specific
demethylase 5C (KDM5C) gene mutations [5,7]. Therefore, knowledge of the
genetic make-up of a patient’s kidney ccRCC has great prognostic value that
is helpful for treatment planning [5,7]. Correlations between mutations in genes
and different ccRCC features seen in patient CT images has been shown in re-
cent work [4,8]. For example, an association between well-defined tumor margin,
nodular enhancement and intratumoral vascularity with the VHL mutation has
been reported [8]. Ill-defined tumor margin and renal vein invasion were also
reported to be associated with the BAP1 mutation [4] whereas PBRM1 and
SETD2 mutations are mostly seen in solid (non-cystic) ccRCC cases [8]. Such
use of radiological imaging data as a noninvasive determinant of the mutational
status and a complement to genomic analysis in characterizing disease biology is
refereed to as ‘Radiogenomics’ [4,8]. Radiogenomics requires robust image fea-
ture identification, which is typically performed by expert radiologists. However,
relying on human visual inspection is laborious, time consuming, and suffers
from high intra/inter-observer variability.

A number of machine learning (ML) tools have been used to facilitate the
processes of high-throughput quantitative feature extraction from volumetric
medical images, with some subsequently used in treatment decision support [9].
This practice is generally known as ‘Radiomics’. Radiomics uses higher order
statistics (on the medical images) combined with clinical and radiogenomic data
to develop models that may potentially improve cancer diagnostic, prognostic,
and predictive accuracy [9,10]. The typical tumor radiomic analysis workflow
has 4 distinct steps: (1) 3D imaging, (2) manual or automatic tumor detection
and segmentation, (3) tumor phenotype quantification, and (4) data integration
(i.e. phenotype-+genotype-+clinical+proteomic) and analysis [10]. Discriminant
features needed for proper mutation detection are often not seen in the marginal
ccRCC cross-sections (e.g. axial slices in the top and bottom regions of a ccRCC).
This scenario makes ‘single-instance’ ML approaches, especially convolutional
neural network (CNN) very difficult to train, as some of the input slices do not
contain discriminating features, thus do not correspond to the assigned mutation
label. Another solution is to use the full 3D volume as a single instance. However,
3D CNNs are considerably more difficult to train as they contain significantly
more parameters and consequently require many more training samples, while
the use of the 3D volume itself severely reduces the available number of training
samples than its 2D counterpart. An alternative approach is multiple-instance
learning (MIL) [11], where the learner receives a set of labeled bags (e.g. mutation
present/absent), each containing multiple instances (e.g. all the ccRCC slices in
a kidney). A MIL model labels a bag with a class even if some or most of the
instances within it are not members of that class.

We propose a deep CNN approach that addresses the challenge of automatic
mutation detection in kidney ccRCC. Our method is a variant of the conventional
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MIL approach, where we use multiple instances for robust binary classification,
while using single instances for training the CNN to facilitate higher number
and variation of training data. The CNN automatically learns the ccRCC image
features and the binary decisions (i.e. presence/absence of a mutation) for all the
ccRCC slices in a particular kidney sample are aggregated into a robust singular
decision that ultimately determines whether an interrogated kidney sample has
undergone a certain mutation or not. Our method can be incorporated in the
Radiomics step-3 given that the tumor boundary is already known in step-2.
The estimated mutation data can subsequently be integrated in the step-4. The
frequency of occurrence of various mutations in ccRCC varies significantly, e.g.
VHL, PBRM1, BAP1, SETD2 and KDM5C were found in 76%, 43%, 14%, 14%
and 8% of kidney samples of our dataset, respectively. In this study we consider
the four most prevalent gene mutations (i.e. VHL, PBRM1, BAP1 and SETD2).
We achieve this via four multiple instance decisions aggregation CNNs, however,
our approach is directly extendable to more mutation types depending on the
availability of sufficient training data.

2 Materials and Methods
2.1 Data

We obtained access to 267 patients’ CT scans from The Cancer Imaging Archive
(TCIA) database [12]. In this dataset, 138 scans contained at least one mutated
gene because of ccRCC. For example, 105 patients had VHL, 60 patients had
PBRM1, 60 patients had SETD2, and 20 patients had BAP1 mutations. In addi-
tion, some of the patients had multiple types of mutations. However, 9 patients
had CT scans acquired after nephrectomy and, therefore, those patients’ data
were not usable for this study. The images in our database included variations
in CT scanner models, contrast administration, field of view, and spatial resolu-
tion. The in-plane pixel size ranged from 0.29 to 1.87 mm and the slice thickness
ranged from 1.5 to 7.5 mm. Ground truth mutation labels were collected from
the ¢BioPortal for Cancer Genomics [7].

Table 1. Number of kidney samples used in training, validation and testing per mu-
tation case. Acronym used: M: mutation.

Genes | # Training Samples [# Validation Samples] # Test Samples
[M-Present[M-Absent|M-Present| M-Absent [M-Present[M-Absent

VHL 74 74 10 10 15 15
PBRM1 35 35 6 6 10 10
SETD?2 11 11 3 3 5 5
BAP1 10 10 3 3 4 4

We show the number of kidney samples used in the training, validation and
testing stages in Table 1. During training, validation and testing, we use only
those slices of the kidney that contain ccRCC as our CNNs aim to learn ccRCC
features. We form a 3-channel image from each scalar-valued CT slice by gen-
erating channel intensities [I, I-50, I-100] HU, where I represents the original
intensities in a CT image slice tightly encompassing a kidney+ccRCC cross-
section (Fig. 1), whereas I-50 and I-100 represent two variants of I with different
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Fig. 1. Illustration of CT features of ccRCC seen in the data of this study. (a) Cystic
tumor architecture, (b) calcification, (¢) exophytic tumor, (d) endophytic tumor, (e)
necrosis, (f) ill-defined tumor margin, (g) nodular enhancement, and (h) renal vein
invasion. Arrow indicates feature of interest in each image.

HU values. We add these variations in channel intensity values as similar ccRCC
features may have different X-ray attenuation properties across patients [4]. We
resized all the image data by resampling into a size of 227x227x3 pixels. We
augmented the number of training samples by a factor of 24 by flipping and ro-
tating the 3-ch image slices as well as by re-ordering the 3 channels in each image.
We normalized the training and validation data before training by subtracting
the image mean and dividing by the image standard deviation.

2.2 Multiple Instance Decision Aggregation for Mutation Detection

Typically, ccRCC grows in different regions of the kidney and is clinically scored
on the basis of their CT slice-based image features, such as size, margin (well- or
ill-defined), composition (solid or cystic), necrosis, growth pattern (endophytic
or exophytic), calcification etc. [4]. Some of these features seen in our dataset are
shown in Fig. 1. We propose to learn corresponding features from the CT images
using four different CNNs: VHL-CNN, PBRM1-CNN, SETD2-CNN and BAP1-
CNN, each for one of the four mutations (VHL, PBRM1, SETD2 and BAP1).
Using a separate CNN per mutation alleviates the problem of data imbalance
among mutation types, given that the mutations are not mutually exclusive.

CNN Architecture: All the CNNs in this study (i.e. VHL-CNN, PBRMI-
CNN, SETD2-CNN and BAP1-CNN) have similar configuration but are trained
separately (Fig. 2). Each CNN has twelve layers excluding the input: five convo-
lutional (Conv) layers; three fully connected (FC) layers; one softmax layer; one
average pooling layer; and two thresholding layers. All but the last three layers
contain trainable weights. The input is the 227x227x3 pixel image slice con-
taining the kidney+ccRCC. We train these CNNs (layers 1-9) using a balanced
dataset for each mutation case separately (i.e. a particular mutation-present and
absent). During training, images are fed to the CNNs in a randomly shuffled sin-
gle instance fashion. Typically, Conv layers are known for sequentially learning
the high-level non-linear spatial image features (e.g. ccRCC size, orientation,
edge variation, etc). We used five Conv layers as the 5th Conv layer typically
grabs an entire object (e.g. ccRCC shape) in an image even if there is a signifi-
cant pose variation [13]. Subsequent FC layers prepare those features for optimal
classification of an interrogated image. In our case, three FC layers are deployed
to make the decision on the learned features from the 3-ch images to decide if
a particular gene mutation is probable or not. The number of FC layers plays a
vital role as the overall depth of the model is important for obtaining good per-
formance [13], and we achieve optimal performance with three FC layers. Layers
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Fig. 2. Multiple instance decisions aggregated CNN for gene mutation detection.

10, 11 and 12 (i.e. two thresholding and one average pooling layers) of the CNNs
are used during the testing phase and do not contain any trainable weights.

Solver: These networks were trained by minimizing the softmax loss between
the expected and detected labels (1: mutation present and 0: mutation absent).
We used the Adam optimization method [14]. All the parameters for this solver
were set to the suggested (by [14]) default values, i.e. f; = 0.9, B2 = 0.999 and
€ = 10~8. We also employed a Dropout unit (Dx) that drops 50% of units in both
F6 and F7 layers (Fig. 2) and used a weight decay of 0.005. The base learning
rate was set to 0.01 and was decreased by a factor of 0.1 to 0.0001 over 250,000
iterations with a batch of 256 images processed at each iteration. Training was
performed on a workstation with Intel 4.0 GHz Core-i7 processor, an Nvidia
GeForce Titan Xp GPU with 12 GB of VRAM, and 32 GB of RAM.

Mutation Detection: After all the CNNs are trained (from layer 1 to 9), we
use the full configuration (from layer 1 to 12) in the testing phase. Although we
use only ccRCC containing kidney slices during training and validation, often
not all the ccRCC cross-sections contains the discriminating features for proper
mutation detection. Therefore, our trained CNN (from layer 1 to 9) often miss-
classifies the interrogated image slice based on the probability estimated at the
layer 9 (i.e. softmax layer). In order to address this misclassification by our CNNs,
we adopt a multiple instance decision aggregation procedure. In this procedure,
we feed all the candidate image slices of a particular kidney to the trained CNN
and accumulate the slice-wise binary classification labels (0 or 1) at layer 10
(the thresholding layer). These labels are then fed into a N x 1 average pooling
layer, where N is the total number of 3-channel axial slices of an interrogated
kidney. Finally, the estimated average (Eq.y) from layer 11 is fed to the second
thresholding layer (layer 12), where E,,, > 0.5 indicates the presence of the
mutation in that kidney, and no-mutation otherwise (see Fig. 2).
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Table 2. Automatic gene mutation detection performance of different methods. We use
acronyms as: M: mutation, x: one of VHL/PBRM1/SETD2/BAP1, Aug: augmentation,
SI: single instance, MI: multiple instance, 3ch: 3-channel data with augmentation by
channel re-ordering, F: augmentation by flipping, and R: augmentation by rotation.

Methods Genes # Test Samples |[# Correct Detection| Overall Mean
X M-present[M-absent|M-present [ M-absent | Error (%)|Error (%)

Random |VHL 15 15 5 7 60

Forest PBRM1 10 10 4 5 55 53.75

(SI+1ch) |[SETD2 5 5 2 3 50 :

No Aug BAP1 4 4 2 2 50

x-CNN |VHL 15 15 7 8 50

(SI+1ch) |[PBRM1 10 10 6 6 40 41.88

No Aug SETD2 5 5 3 3 40 .
BAP1 4 4 2 3 37.50
VHL 15 15 12 9 30

x-CNN PBRM1 10 10 4 7 45 29.38

(SI+3ch) |[SETD2 5 3 4 4 30 :
BAP1 4 4 3 4 12.5

x-CNN VHL 15 15 11 13 20

(SI+1ch PBRM1 10 10 8 7 25 21.88

+F+R) SETD2 5 5 3 4 30 :
BAP1 4 4 4 3 12.50

x-CNN VHL 15 15 15 11 13.33

(SI+3ch PBRM1 10 10 9 9 10 13.96

+F+R) SETD2 5 5 5 3 20 :
BAP1 4 4 3 3 12.50

Proposed|VHL 15 15 14 13 10

(MI+3ch PBRM1 10 10 9 10 5 6.25

+F+R SETD2 5 5 5 4 10 :

+Average) |BAP1 4 4 4 4 0

3 Results

We compare the mutation detection performance by a wide range of methods.
At first, we tested the performance using a single instance (SI)-based random
forest (RF) approach, where hand-engineered image features were used. In a
typical SI-based classification approach, the class-label is decided from the max-
imum among the predicted class-probabilities [15]. Similarly in our SI-based ap-
proaches, presence or absence of a certain mutation is decided from the maximum
among the estimated probabilities associated with all the ccRCC image slices in
a particular kidney. Then we demonstrate the effectiveness of automatic feature
learning compared to the hand-engineered features generation using the CNN
approach. Afterwards, we show the effect of incorporating augmented data in the
training dataset and compared the mutation detection performance for three dif-
ferent types of augmentation (i.e. image flipping+rotation, 3-ch re-ordering and
those combined). Finally, we demonstrated the effectiveness of using multiple
instance decisions aggregation in our proposed method.

In row 1 of the comparison Table 2, we show results of a traditional RF
approach with hand-engineered image features shown to be effective in anatomy
classification task [15]: histogram of oriented gradient, Haar features, and local
binary patterns. Here, we did not augment any manually transformed data to the
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training samples. We trained four RFs for the four different mutation cases and
as we see in Table 2, the resulting mean detection error was the highest (~54%)
among all contrasted methods. Row 2 shows the results of a deep CNN (namely,
x-CNN, where x: VHL/PBRM1/SETD2/BAP1 (see Fig. 2)) approach with no
data augmentation. Since the CNN learns the image features automatically, it
may have helped this CNN method perform better (mean error ~42%) than that
of the hand-engineered features-based RF approach. Row 3 shows results for x-
CNN, where we used data augmentation by deploying 3-ch data and re-ordering
of channels (see Sect. 2.1). These data were fed to x-CNN and it can be seen
how the SI-based mutation detection performance by this approach (mean error
~29%) outperformed that with no data augmentation. Thus, including channels
with different intensity ranges, mimicking the tumor intensity variation across
patients, have shown positive impact on the mutation detection task. Row 4
shows results for x-CNN with a different augmentation process, which deploys
the flipping and rotating of the 1-ch training samples. This approach (mean
error ~22%) outperformed that with 3-ch augmentation. So it is clear that the
flipping+rotation-based augmentation introduced more variation in the training
data than that by the 3-ch augmentation, resulting in better generalization of
the model. In the method shown in row 5, we combined the flipping+rotation
augmentation with the 3-ch re-ordering augmentation. The performance of the x-
CNN with these data was better in mutation detection (mean error ~14%) than
that of flipping-+rotation or 3-ch augmentation alone (see Table 2). Finally, row
6 demonstrates results of our proposed method, where flipping, rotation and
3-ch re-ordering augmentations were used. In addition, binary classification was
performed based on the multiple instance decisions aggregation. We see in the
Table 2 that the mean mutation detection error by our method is ~6%, which
is the lowest tested. In addition, detection errors for individual mutation cases
were also low and in the range of 10%. Thus, our multiple instance decisions
aggregation procedure made our CNN models more robust on Sl-based miss-
classification.

4 Conclusions

In this paper, we proposed a multiple instance decision aggregation-based deep
CNN approach for automatic mutation detection in kidney ccRCC. We have
shown how our approach automatically learned discriminating ccRCC features
from CT images and aggregated the binary decisions on the mutation-presence/
absence for all the ccRCC slices in a particular kidney sample. This aggregation
produced a robust decision on the presence of a certain mutation in an inter-
rogated kidney sample. In addition, our multiple instance decision aggregation
approach achieved better accuracy in mutation detection than that of a typical
single instance-based approach. On the other hand, better performance by con-
ventional MIL approaches is subject to the availability of sufficient number of
data, while in applications such as ours, there are usually very few data samples
for some of the mutation cases. Therefore, an end-to-end MIL approach will most
likely fail for those mutation cases with few data samples. However, this paper
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included a number of meaningful comparisons to highlight the effects of differ-
ent augmentation, pooling schemes etc within the context of insufficient data,
which we believe provide more interesting findings and appears to be suitable for
ccRCC Radiomics, where the learned mutations would aid in better ccRCC di-
agnosis, prognosis and treatment response assessment. Our experimental results
demonstrated an approximately 94% accuracy in kidney-wise mutation detec-
tion.
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